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Overview
• Drakkar Team 

• IoT - comparison of energy 
consumption in IoT networks  

• Issues in capillary IoT 
networks - routing 

• Issues in cellular IoT networks 
- access methods  

• Security  

• Reproducibility - WalT platform
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Drakkar Team
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Drakkar Team
•  Head 

• Andrzej Duda, PR Grenoble INP

•  Permanent staff 

• Olivier Alphand, MC Grenoble INP

• Etienne Dublé, IR CNRS

• Martin Heusse, PR Grenoble INP

• Franck Rousseau, MC Grenoble INP

• Pascal Sicard, MC UGA

• Bernard Tourancheau, PR UGA


• 14 PhD students
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"That is about as fun 
as herding cats" 



Main domains

• Wireless networks 
• WLANs 802.11, advanced MAC


• IoT - Sensor & actuator networks 
• all-IP, LPWAN

• MAC, routing, data-centric


• Security, traffic analysis 
• anomaly detection, DNS cybersecurity

• security of IoT
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Main results
• 802.11 Performance Anomaly 

• INFOCOM 2003

• Idle Sense, an optimal 802.11 access method 

• ACM SIGCOMM 2005 

• Recent INFOCOM papers 

• Wake-on-Idle

• Detecting applications in encrypted flows


• IEEE TMC, ACM CCR 
• TPC 

• Infocom
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IoT - comparison of energy 
consumption in IoT networks 
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Capillary vs. Cellular

8

Internet
Gateway

IP mesh

Short range capillary network

Internet

Base Station

Proprietary Protocols 
e.g. LoRa, SIGFOX

Long range one-hop network
Industrial IoT, e.g. 802.15.4 TSCH



Energy consumption in 802.15.4
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In our analysis, we assume a Class A LoRa device that
transmits frames as soon as the data is available (no Listen
Before Talk): LoRa devices need to comply with the ETSI
regulations of the 868 ISM band. We do not use the FSK
mode of LoRa. The energy consumption model of LoRa
includes the Idle state between transmissions and ACK, and
the Rx state during ACK.

Figure 10 shows the LoRa data packet structure. The
maximum user data size depends on the data rate. For the
minimal and the maximal data rate in Europe, the maximum
data sizes are respectively 59 and 250 bytes.

III. PRINCIPLES OF ANALYZING ENERGY CONSUMPTION

We present below the fundamentals of our energy analyzer
that computes the energy consumption and the lifetime for
the considered wireless technologies.

A. Energy Consumption Model
We use a model derived from the work by Vilajosana et

al. [15] to express the energy consumption in interval t as
follows:

E(t) =
X

S

PS ⇥ tS, S 2 {T x, Rx, Idle, Sleep} (3)

where PS is the power consumption in state S and tS is the
time spent in state S during t. tS comes from the analysis
of the operation of each wireless technology presented in the
previous sections. We assume a star topology with one link
between an energy-constrained leaf node for which we want
to find the lifetime, and a main-powered sink. The considered
application traffic is an upward traffic to the sink (such as
monitoring information). To take into account IP connectiv-
ity, we consider an adaptation layer (6LoWPAN or 6Lo) if
needed, and IPv6 running on top of a given PHY/MAC layer
for each technology whenever possible. However, because
of small packet sizes, the long-range technologies support
application data directly on top of the MAC layer.

We use a minimal structure of a packet, e.g. we do not
consider the security overhead within data, beacon, and ack
frames. This leads to the data packet format displayed in
Figures 1, 4, 6, 8, 9, and 10 for each technology. Moreover,
the analysis assumes the stationary state, i.e. the leaf node is
already associated with the sink.

B. Application Model and Lifetime Computation
Figure 11 illustrates the definition of the main variables we

use to compute the energy consumption while analyzing the
operation of a given MAC protocol achieving the maximum
throughput: if a node has to fragment a packet, it will
send fragments in consecutive frames. The synchronization
scheme corresponds the communication for maintaining syn-
chronization between two nodes based for instance on beacon
or poll frames.

Figure 11. Variables to Compute the Energy Consumption and the Lifetime

function ConsumedEnergy(ta, tsyn)
Edata = ComputeEnergyToSendData(sa, PER)
Esleep = ComputeEnergyInSleepMode(ta)
if ta > tsyn then

Esyn = ComputeEnergySynchroScheme
Nsyn = ta

tsyn

end if
Etot = Edata + Nsyn ⇥ Esyn + Esleep

return Etot

param sa , �leak  5% ta
31,536,000 {1 year = 31,536,000 s}

function main()
Lt  0
E  E0
Eleak  E0 ⇤ �leak
while E > 10%E0 do

E = E � ConsumedEnergy(ta, tsyn) � Eleak

Lt = Lt + ta
end while
return Lt

Figure 12. Lifetime Computation Algorithm

We define the following variables:
• ta, Application Period is the time interval between two

instants of data generation by an application.
• sa, Application Data Size is the size of the data gen-

erated by the application each ta. sa is the useful data
at the application layer. We then add the overhead of
each protocol and take into account fragmentation if
necessary.

• ra, Application Throughput corresponds to the generated
application data rate in bits/s (b/s): ra =

sa
ta .

• tsyn, Maximal Synchronization Period corresponds to
the interval after which a node needs to wake up for
time synchronization, required to keep the association
between devices active. If there is no communication
during an interval longer than tsyn, nodes consider that
their association is lost: hence, a node needs to rejoin
the network, which may consume considerable energy.

• tCI , Check Interval is the time between two wake-ups
of a node defined by tCI = min(ta, tsyn). A data trans-
mission may serve for synchronization, but if there is

Example TI MCU

0

5

10

15

20

TX/RX MCU Sensors Sleep

Current (mA)

~µA



Lifetime, 1 pkt per day
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Lifetime, 1 pkt per 1s
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Issues in cellular IoT 
networks - routing 
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Issues in Capillary

• Needs a routing layer for IP mesh 
• RPL (Routing Protocol for Low power and Lossy Networks)


• IETF standard

• LRP (Lightweight Routing Protocol) - enhanced RPL
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Internet
Gateway

IP mesh

Short range capillary network



LRP in a word 
Local Repair
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RPL 
Protocol Background Traffic
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RPL — 1 sink, 40 nodes



LRP 
Protocol Background Traffic
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LRP — 1 sink, 40 nodes



Issues in cellular IoT 
networks - access methods 
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Issues in Cellular
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Internet

Base Station

Proprietary Protocol 
e.g. LoRa

Long range one-hop network

• Needs a scalable access method 
• LoRa, SIGFOX - no access method (ALOHA), limited traffic (e.g. 

1 pkt. per day)

• 5G MTC - what access method?


• need for scalable access



NS-3 module for LoRa
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• Take into account capture effect - lower loss rate than in ALOHA
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NS-3 module for LoRa
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• CSMA results in better packet delivery ratio 
• Takes away duty cycle restrictions of ISM 868 band 
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5G MTC

• Need to find a suitable MAC 

• fits 5G architecture 

• light signaling 

• low energy 

• massively scalable
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IoT Security
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IoT Object Security
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IoT Object Security
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Reproducibility - WalT 
platform

25



Reproducibility

• Validating new protocols for wireless networks is a 
challenging task 
• simulations far from realistic conditions


• Perform real-world experiments! 
• Reproducibility - when an experiment can be reproduced 

under different conditions, while providing sufficiently similar 
results 
• reproduce experiments, build upon, and compare their 

results with the previous work
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"I could not imagine much progress by 
reading only, without experimental facts 
and trials", M. Faraday



WalT - reproducible platform to run  

reproducible experiments 
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• http://walt.forge.imag.fr



Use WalT to monitor Sensor Network
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• 20 nodes deployed in LIG 
• Used for various demos (in a backpack)



Conclusions
• Cellular vs. Capillary IoT 

• several technologies available optimized for specific use 
cases


• 5G MTC 
• a lot of current research

• massively scalable MAC

• low-latency MAC


• Importance of experimentation 
• reproducibility

• http://walt.forge.imag.fr

29 A conclusion is the place where you got tired of thinking.


